Learning to judge creativity: The underlying mechanisms in creativity training for non-expert judges
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A B S T R A C T
Evaluating individual creativity is an important challenge in creativity research. We developed a training module for non-expert judges in which participants learned the definitions of components of creativity and received expert feedback in an interactive creativity judgment exercise. We aimed to test whether and how the training module would increase the reliability and validity of non-expert ratings. Study 1 (N = 79) showed that the training had a positive effect on the test–retest reliability and validity of creativity ratings. Study 2 (N = 126) replicated the results on test–retest reliability and validity but with low absolute values, indicating that trained participants cannot substitute experts. In addition, Study 2 showed that the effect of the training module on the validity of creativity ratings was mediated by increased validity of ratings of novelty and elaboration. The results are discussed in terms of theoretical and practical relevance.

© 2014 Elsevier Inc. All rights reserved.

1. Introduction

Despite a growing interest in creativity research, the field is often challenged because of the difficulty in finding reliable and valid methods to assess individual creativity. In the literature various measures of individual creativity, including divergent thinking tests, attitude inventories, ratings by peers, and judgments of products, are described (Lubart, 1994). One of the most used techniques to evaluate individual creativity is the Consensual Assessment Technique (Amabile, 1982, 1996; Hennessy, 1994; Kaufman, Baer, & Cole, 2009; Kaufman, Baer, Cole, & Sexton, 2008; Kaufman, Gentile, & Baer, 2005; Runco, 1989). This technique consists of assessing an individual’s level of creativity by assessing the creativity level of certain products made by this individual. The technique is based on giving minimal information about creativity to a group of judges who have to rate the creativity of a set products relative to other products in the sample (Amabile, 1996; Dollinger & Shafran, 2005). Because creativity is a relative construct it is commonly expected that judges should be familiar with the domain, i.e. experts or, at least, gifted novices (Amabile, 1996; Dollinger & Shafran, 2005; Kaufman et al., 2009). Several studies show that experts have a good interrater agreement (Kaufman et al., 2009; Kaufman et al., 2008; Kaufman, Baer, Copley, Reiter-Palmon, & Sinnett, 2013; Kaufman et al., 2005). A potential difficulty, however, in using this technique is finding and asking experts to evaluate sometimes hundreds of products; this may pose a real challenge to creativity researchers (Cropley & Kaufman, 2012). The aim of the present paper is twofold. From a practical viewpoint we aim to investigate whether it is possible to teach novices how to evaluate the creativity of products made by individuals. From a more conceptual/theoretical viewpoint a parallel aim that we have is to shed more light on the underlying processes of learning to judge creativity. By doing this we aim to understand how exactly people arrive at creativity judgments.

1.1. Previous research

Recently, Dollinger and Shafran (2005) suggested that non-expert judges could become more familiar with a domain of products by exposing them their prototypes. They conducted an experiment in which they compared expert judges’ creativity ratings of drawings (made by university students) with trained non-expert judges’ ratings of the same drawings. The training module consisted of presenting 16 representative drawings to non-expert judges before they had to evaluate the target drawings. Their results showed that trained judges’ and expert judges’ ratings loaded on a single principal component; thus expert and trained non-expert judges’ mean creativity ratings were highly correlated. They concluded that showing non-expert judges representative drawings previous to the actual creativity judgment can make their creativity ratings more similar to expert judges’ creativity ratings. However, because this study had no control group, it is difficult to assess causality and the extent to which their training module increased the validity of non-expert judges’ creativity ratings compared to a baseline. Considering the number of participants in their study – 5 expert judges and 5 non-
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expert judges – it is even more critical to have a baseline to which they could have compared the trained group. Dollinger and Shafran (2005) suggested that further research should be conducted to generalize their results regarding the possibility to enhance the expertise of non-expert judges with a training module.

According to most creativity researchers (Besemer & O’Quin, 1999; Caroff & Besancon, 2008; Runco & Charles, 1993; Storme & Lubart, 2012) creativity ratings of a product typically involve rating subcomponents of creativity, such as novelty, resolution and elaboration. These subcomponents are used in various scales such as the Creative Product Semantic Scale (CPSS; Besemer & O’Quin, 1999; White & Smith, 2001; White, Shen, & Smith, 2002; O’Quin & Besemer, 2006) and the Creative Solution Diagnosis Scale (CSDS; Cropley & Kaufman, 2012), to judge creative ideas, products or designs. A study conducted by Cropley and Kaufman (2012) suggests that novices can be reliable judges when they are provided with precise criteria to assess creativity. The study aimed to develop the Creative Solution Diagnosis Scale, based on four subcomponents of creativity (relevance, novelty, elegance and genesis). The results showed that novices had a high level of interrater agreement (Cronbach’s α ranging between .87 and .98) when rating the same products. Note that in this study the researchers did not assess the validity of the novices' creativity ratings by comparing their ratings with ratings of experts, but nonetheless the study shows that relevance, novelty, elegance and genesis are meaningfully related to each other. It appeared that these four components of creativity loaded on a single factor which the authors called 'functional creativity'.

In sum, previous research suggests that novices may learn to judge creativity as long as they have knowledge of the existing products in the domain to be rated (Dollinger & Shafran, 2005) and knowledge of the subcomponents of creativity (Cropley & Kaufman, 2012). Yet to our knowledge there are no existing studies that directly investigated the role of these subcomponents when novices are taught to judge creativity. In the present paper, we report on two studies in which we implement a new training module that we compare to a control group of individuals who are not trained. To give our trainees an analytical understanding of what creativity is, we provide them with a precise definition of creativity involving the subcomponents of creativity. This allows us to investigate the underlying mechanisms involved in the learning of rating creativity. In addition, our trainees are not only passively exposed to representative prototypes of the products to be judged, as in Dollinger and Shafran’s (2005) study; but they also receive expert feedback in an interactive creativity judgment exercise.

Our aim was twofold. First, we investigated whether our training module, compared to a control module, would increase the reliability and validity of creativity judgments. Second, to show the underlying mechanism of learning to judge creativity, we investigated whether the effect of the training could be (partially) explained by the extent that trainees made correct use of the subcomponents of creativity.

1.2. Principles of the training module

In this section we describe the basic principles behind our training module. We will elaborate further on the procedural details of the training module in the Method section. In order to study the effect of training non-expert judges, we developed a specific training module based on children’s drawings. The training module consists of two stages. The first stage consists in providing participants with a definition of creativity based on explaining to them that products (in this case drawings) differ in creativity because they differ in elaboration, novelty and resolution. More specifically, they are explained that they should take these three subcomponents into account when deciding on the creativity level of a given drawing. In this first stage trainees are also shown prototypical drawings to familiarize them with different levels of creativity. Thus, the first stage aims to give participants an analytical understanding of creativity and familiarize them with representative drawings of varying levels of creativity.

In the second and last stage participants get an opportunity to exercise judging creativity levels of a new set of drawings. First, they are asked to rate the creativity level of a set of drawings. Then they receive feedback on how well they did. Compared with the first stage, the second stage is a more interactive feedback stage in which participants learn to rate creativity.

To sum up, the training consisted of first presenting participants with a precise definition of creativity, then showing participants prototypical drawings, and finally providing participants with feedback on the accuracy of their creativity judgments in a creativity rating exercise. We expected that the training, compared to a control condition, would improve the reliability and validity of creativity judgments in a final set of drawings, and that this would be mediated by improvements in the validity of judgments of the subcomponents of creativity.

1.3. Overview of the studies

This article reports on the results of two studies which aimed at testing the effectiveness of a training module for judging creativity, intended for non-expert individuals, and to investigate learning mechanisms of creativity judgments. Our first study aimed at investigating whether it is possible to learn to judge creativity, and the size of the effectiveness of our training module. We hypothesized that trained participants would produce more reliable and more valid creativity ratings than non-trained participants. To this end, we assessed whether trained participants agreed more with each other (i.e. had higher interrater reliability) than non-trained participants. We also assessed whether trained participants were more stable over time (i.e. had higher temporal stability) in their creativity judgments than non-trained participants. Finally, we assessed whether the ratings of trained participants, compared to the ratings of non-trained participants, were more reliable and more in agreement with the ratings of expert judges (i.e. had higher validity).

The second study aimed at investigating the underlying psychological mechanisms of learning to judge creativity. Because the training module provided our participants with a precise definition of creativity based on novelty, elaboration and resolution, we expected that the training module would also improve the trained participants’ validity of novelty and elaboration judgments. More specifically, we expected that the more valid the judgments of novelty and elaboration are (i.e. the more in agreement with expert judges’ evaluations of novelty and elaboration), the more valid the judgments of creativity would be as well. In other words, we hypothesized that increased validity of novelty and elaboration judgments would mediate the relationship between the training module and the validity of creativity judgments.1

2. Study 1: global effect of the training on reliability and validity

Participants were randomly assigned to a training or control module. The control module was comparable to the training module to the extent that participants were exposed to the same drawings as in the training module, but participants received no definition of creativity and no feedback on their accuracy in the exercise session. Including this condition to our study design allowed us to rule out alternative explanations for the effect of the training, and assess the extent to which the training had an effect compared to a baseline of non-trained participants.

---

1 We decided to limit the number of dimensions to be evaluated by the participants to make the judgment process not too complex. Since the products to be evaluated were children’s drawings, we dropped judgments of resolution/usefulness from the ratings.
After the training (or the control) module, participants had to rate the creativity of a set of children’s drawings. We hypothesized that,

1) the training module, compared to the control module, would increase inter-individual reliability – i.e. the interrater agreement – of the creativity ratings,

2) the training module, compared to the control module, would increase the intra-individual reliability – the temporal stability – of the creativity ratings,

3) the training module, compared to the control module, would increase the validity – i.e. the agreement with expert ratings – of creativity ratings.

2.1. Method

2.1.1. Participants

All participants were 2nd year college students (66 females, 13 males) participating for course credit points. The mean age of the participants was 20.50 (SD = 3.21). Students in psychology were chosen because they are one of the targets of this training module; i.e. if the training is effective, they could be hired and trained in order to evaluate the creativity level of products. Participants first received the training (N = 39) or the control module (N = 40), and then were asked to evaluate the creativity level of twenty new drawings.

2.1.2. Materials

For the training we used children’s drawings. These drawings were made on a computer version of EPoC (Evaluation of the Potential of Creativity; Lubart, Besançon, & Barbot, 2011) during a graphic integrative thinking task. Originally, this task was designed to assess the creativity level of children aged from 6 to 12 years old. Children had to produce original and elaborate drawings with a specific constraint which consisted in the inclusion of four abstract shapes. Based on previous data collection (Lubart et al., 2011), we selected 28 drawings to be used in the training module, and used the same 28 drawings in the control module as well. These drawings were previously indicated by expert judges to be representative of differing levels of children’s creativity (Lubart et al., 2011).

2.1.2.1. The training module. The training module consisted of two stages. In the first stage, the familiarization stage, participants were explained that the creativity level of a drawing is characterized by its degrees of novelty, resolution and elaboration. Participants were provided with definitions of novelty, resolution and elaboration based on the items of the CPSS (Besemer & O’Quin, 1999). Specifically, they were explained that a drawing is novel when it is original, surprising and germinal; has high resolution when it is valuable, logical and useful; and elaborate when it is organic, elegant, complex, understandable and well-crafted. Then participants were shown fourteen drawings all at once and were explained that these drawings are representative examples of different creativity levels. Knowing the definition of creativity, participants were asked to watch the drawings to get an idea of the range of creativity among the drawings. All the drawings were presented on the same screen, ranked from the least creative drawing to the most creative one. For each drawing, participants could see how they had been previously graded by experts, on a scale between 1 (not creative at all) and 7 (very creative). Participants could watch the drawings as long as they wanted to. In the second stage, the exercise stage, participants had to take a test with fourteen new drawings. Participants were instructed to evaluate those new drawings’ creativity level considering their novelty, resolution and elaboration. All the drawings were presented on the same screen to allow for comparison, and participants rated each drawings’ creativity level on a Likert scale ranging from 1 ‘not creative at all’ to 7 ‘very creative’. After participants completed rating of all the drawings, the creativity ratings given by EPoC’s experts appeared alongside each drawing. Participants could thus see the actual creativity level of each drawing.

2.1.2.2. The control module. The control module also consisted of two stages. In the first stage, participants saw exactly the same fourteen drawings as in the first stage of the training condition, but received different instructions. The drawings were presented as examples of the material they would have to rate during the study and no mention of creativity was made at this stage. Importantly, in contrast with participants in the training module, participants in the control module also did not receive a definition of what constitutes creativity: They were just passively exposed to the same fourteen drawings used in the familiarization stage of the training condition. Then in the second stage, participants were exposed to the same set of fourteen drawings that were used in the exercise stage of the training condition. The difference with the training condition was that instead of rating the creativity level of the drawings, participants were now instructed to find the number of differences between a given drawing and a slightly modified version of it. The modified version of the drawing consisted of the same drawing with added shapes by the experimenters. Participants had to indicate the number of differences and received the real number of differences as feedback. All the drawings were presented on the same screen: participants could see for each drawing their own estimation of the number of differences (ranging between 1 and 7) and the real number of differences (ranging between 1 and 7).

In sum, the control module was similar to the training module on two aspects: 1) Participants saw the same twenty-eight drawings; and 2) Participants were involved in an exercise task with feedback. The main difference was that in the control module, participants received no definition of creativity, and the exercise that they did was not intended to teach them to rate creativity. Because in both conditions participants saw the same drawings we could rule out the effect of mere exposure to the drawings on the actual creativity ratings. With these two conditions, we could test the effect of providing precise definitions of creativity and giving expert feedback on the reliability and the validity of creativity ratings.

2.1.3. Procedure

The whole procedure was computerized. The total duration of both modules was between 20 and 30 min. Upon arrival at the lab participants were randomly assigned to the training or the control module. Participants were explained that the experiment was about drawings made by children. No reference to creativity was made. Participants were either alone or with another participant in the cubicule, back to back, so they could not see what the other participant was doing. The instructions were computerized and participants had to remain silent.

2.1.3.1. Assessing participants’ creativity judgments. After the training (or control module) the computer program automatically switched to the measurement of the dependent variables. To this end, all participants had to rate the creativity level of twenty new drawings (also selected from the EPoC). Participants from the training condition were instructed to evaluate the twenty drawings in relation to one another using what they learned before during their training. More specifically, they assessed each drawing’s creativity on a Likert scale ranging from 1 ‘not at all creative’ to 7 ‘very creative’. Participants from the control condition were also asked to evaluate the creativity level of the twenty drawings on the same 7-point Likert scale. In both conditions, all the drawings were presented in random order on the same screen to allow for comparison. Finally, to be able to measure the temporal stability of the creativity ratings all participants had to come back four weeks later to rate the creativity of the same drawings again. Participants were directly asked to rate the same twenty drawings, without being trained again.

2.1.3.2. Expert judges. Experts were six art teachers (four women and two men) at the elementary school level. Their average age was 45.33 years old (SD = 10.05). All experts had more than ten years of experience working with children. They all studied arts and had at least
participated in one art exhibition themselves. Our expert judges did not take part in our training module. They were asked to rate the creativity of the same twenty drawings in relation to one another on a Likert scale ranging from 1 ‘not at all creative’ to 7 ‘very creative’. All the drawings were shown on the same screen in random order.

2.2. Results

2.2.1. Interindividual reliability of creativity judgments: interrater agreement

We calculated Cronbach’s α of the ratings across the twenty drawings, separately for the trained and non-trained judges, and for the expert judges’ creativity ratings. Because Cronbach’s α is sensitive to the number of judges (Kaufman et al., 2009; Kaufman et al., 2013), and because the number of expert judges was nearly six times smaller than the number of the trained and non-trained judges, we used a re-sampling technique when computing Cronbach’s α for our novice judges (Kaufman et al., 2013). Indeed, interrater reliability increases systematically with increasing numbers of judges (Schmitt, 1996). This jeopardizes the comparison of groups with different sample sizes. To deal with this problem, Kaufman et al. (2013) suggested to calculate Cronbach’s α of the bigger group (in the case our group of novice judges) by randomly re-sampling smaller sets of judges from the original sample that are equal to the number of judges in the smaller group (in this case our expert raters). We repeated the re-sampling procedure 10,000 times, and computed Bootstrapped Confidence Intervals (BCI).

The results of this analysis showed that non-trained (α = 0.78; 95% BCI = [0.57; 0.90]) and trained judges (α = 0.91; 95% BCI = [0.87; 0.95]) did not differ significantly from each other regarding their interrater agreement. Interestingly, both our novice groups also did not differ from our experts (α = 0.89; 95% BCI = [0.81; 0.94]), whose level of interrater agreement was nevertheless comparable with reports in previous research on expert judges (Kaufman et al., 2009). In sum, the results suggest that there is neither a significant difference between trained and non-trained novice judges, nor between novices and expert judges regarding the level of interrater agreement.

2.2.2. Intraindividual reliability of creativity judgments: temporal stability

Temporal stability of creativity judgments was computed by correlating for each participant the ratings at the first measurement with the ratings at the second measurement. Because distributions of correlation coefficients are not symmetrical, we normalized the correlation coefficients using Fisher’s transformation (Fisher, 1921), which transforms correlation coefficients into Z-values. An independent samples T-test revealed that trained participants had significantly higher transformed correlations (M = 1.09; SD = 0.35) than non-trained participants (M = 0.70; SD = 0.31), t(77) = 5.29; p < .001; Cohen’s d = 1.18. This means that trained participants had significantly higher correlations between the first and second measurements, than non-trained participants. In other words, their creativity judgments proved to be more stable over time.

2.2.3. Validity of creativity ratings: agreement with experts

Before proceeding with our analyses, for each drawing, we computed the average experts’ rating. Next, we computed for each participant the correlation between their own ratings of each drawing and the average expert rating of the same drawings. Analyses were again conducted with transformed correlation coefficients using Fisher’s transformation. An independent samples T-test revealed that trained participants’ ratings were significantly more valid, than non-trained participants’ ratings, t(65.86) = 4.58; p < .001; Cohen’s d = 1.04. This means that trained participants rated the twenty drawings significantly more like experts, with average transformed correlations of .75 (SD = .19), compared with non-trained participants, who had an average transformed correlation of .49 (SD = .30).²

2.3. Discussion

As expected, the results revealed that the training module significantly increased the average agreement with expert ratings, and thereby the validity of our trained participants’ creativity judgment. Regarding the reliability of our novices’ creativity judgments, the training module (compared to the control module) significantly improved the stability of creativity judgments among our novice judges. Yet, the interrater agreement among trained novices did not prove to be higher than the interrated agreement among non-trained novices. Thus, whereas our training significantly increased the validity and intraindividual reliability of our trained novices’ creativity ratings, interindividual reliability did not appear to be affected by the training. Our novices even had levels of interrater agreement similar to our expert judges. The latter finding suggests that our novices were from a homogeneous population; indeed they were all students of psychology, with approximately the same age and education, and most were female. We come back to this in the General discussion section.

However, from a theoretical and conceptual perspective, the results of this study show that rating creativity can indeed be learned. Therefore, to better understand how the training module taught our novices to rate creativity, in the next study we investigate the underlying psychological mechanisms involved in learning to rate creativity. Such an understanding of the mechanisms underlying the learning of creativity judgments could not only suggest options to improve future training modules, but also shed light on the nature of creativity judgments, which is of high theoretical and conceptual relevance (Caroff & Besancon, 2008).

3. Study 2: explaining the effect of the training

To further understand how the training module increased the validity of creativity ratings, we conducted a second study. Recall that the training module provides definitions of novelty, resolution and elaboration (the subcomponents of creativity). However, in the previous study we did not assess the novices’ ratings of novelty, resolution and elaboration, because we first wanted to establish that the training directly affects the reliability and validity of creativity judgments. Now that we have established this, in the current study we also assess judgments of these subcomponents of creativity, prior to actually assessing judgments of creativity. Because creativity judgments depend partly on the judgment of these subcomponents (Caroff & Besancon, 2008; Runco & Charles, 1993; Storme & Lubart, 2012), we expect that the more accurate (i.e. more valid in terms of agreement with expert judges’ ratings) those judgments are, the more accurate general creativity judgments should be as well. More specifically, we hypothesized that the positive effect of the training module on the validity of creativity ratings, would be mediated by the increase in validity of the subcomponents of creativity ratings due to the training.

3.1. Method

3.1.1. Participants

All participants were 2nd year college students (115 females, 11 males) participating for course credit points. The mean age of the respondents was 21.33 (SD = 4.99). Participants first received the training (N = 63) or the control module (N = 63), and then were asked to

² We conducted this analysis on the data from the second measurement (4 weeks later) as well, in order to investigate the long-term effect of the training module on the validity of creativity ratings. Four weeks later, trained judges still agreed significantly more with experts, than non-trained judges did, t(77) = 5.17; p < .001.
evaluate the novelty, the elaboration and the creativity level of thirty-one new drawings.

3.1.2. Materials

The training module and the control module were identical to the first study. We used the same 20 drawings as in the first study to measure the dependent and mediator variables, and added 11 other drawings to increase the generalizability of our results. The whole procedure was mostly similar to the procedure of the first study except for some aspects that we detail in the present section.

3.1.3. Procedure

The total duration of both conditions was between 30 and 45 min. Each participant was randomly assigned to the training condition or to the control condition. After receiving the training module (or the control module), participants rated the 31 drawings they had never seen before on three dimensions: novelty, elaboration and creativity. Participants gave the three ratings separately on three consecutive screens. Thus, participants first rated each drawing's novelty and elaboration (the order of which was counterbalanced across participants), and then rated each drawing's creativity, relative to the other drawings on a 7-point Likert scale ranging from 1 ‘not at all (novel, elaborate or creative)’ to 7 ‘very (novel, elaborate or creative)’. We chose to measure the subcomponents of creativity prior to measuring creativity judgments, because we assume that creativity judgments are the result of novelty and elaboration judgments. As in Study 1, all the drawings were presented in random order on the computer screen. After rating each drawing's novelty (or elaboration) participants pressed ‘Validate’, and the program switched to the next screen. On the second screen the same drawings were again presented, but in another randomized order as on the previous screen. Participants now rated each drawing's elaboration (or novelty) level. On the third and final screen (again with the drawings in a new randomized order), participants rated the creativity level of each drawing. In both conditions, and for each dimension under evaluation, participants were specifically instructed to rate the drawings in relation to one another. Participants from the training condition were explicitly instructed to use what they had previously learned during the training module regarding the definition of creativity and its subcomponents. Participants in the control condition were not asked to do this. Finally, similar to the previous study, we again measured the temporal stability of the creativity ratings; all participants had to come back seven weeks later to rate the novelty, elaboration and creativity of the same 31 drawings again. Participants were directly asked to rate the drawings, without being trained again.

3.1.3.1. Experts. The experts were the same as in the first study, and they rated the same drawings as the participants. The drawings were again presented on the same screen and in random order. Similar to the novices, experts were instructed to rate the elaboration, novelty and creativity of each drawing in relation to one another (also on three consecutive screens) of the same 31 drawings (the order of which was counterbalanced between experts). Experts always rated the creativity level of the drawings first to enable comparability of the results with the results in the previous study.

3.2. Results

3.2.1. Interindividual reliability of creativity judgments: interrater agreement

We used the same re-sampling procedure as in Study 1. The results of this analysis showed that non-trained judges (α = 0.91; 95% BCI = [0.84; 0.95]) did not differ from trained ones (α = 0.93; 95% BCI = [0.90; 0.95]), and together they did not differ from experts either (α = 0.89; 95% BCI = [0.81; 0.94]). The current study suggests

that the training module had no observable effect on the level of interrater agreement.4

3.2.2. Intraindividual reliability of creativity judgments: temporal stability

An independent samples T-test with the transformed correlation coefficients as the dependent variable revealed that trained novices had a significantly higher transformed correlation between the first and second measurements (M = 0.15; SD = 0.11), and thus were significantly more stable over time, than non-trained novices (M = 0.06; SD = 0.13), t(124) = 3.76; p < .001; Cohen's d = 0.75.5

3.2.3. Validity of the creativity ratings

Results regarding validity were also replicated. As in Study 1, we computed the correlation between each participant's rating and average experts' ratings of the same drawings, and coefficients were normalized. An independent samples T-test revealed that trained participants' ratings were significantly more valid, than non-trained participants' ratings, t(124) = 5.77; p < .001; Cohen's d = 1.01. This means that trained participants rated the 31 drawings significantly more in agreement with experts, with average transformed correlations of .22 (SD = .11), compared with non-trained participants, who had an average transformed correlation of .11 (SD = .11).6

3.2.4. The mediating role of novelty and elaboration ratings

Finally, we tested the two hypothesized mediators which could explain how the training module increased the validity of creativity ratings. It was hypothesized that the training module exerted influence on the validity of creativity ratings through increasing the validity of novelty and elaboration ratings. To conduct this two-mediator analysis, we followed the recommendations of Preacher and Hayes (2008). When one has more than one mediator variable, it is preferable to use a single integrative analysis than two simple mediation analyses. We used Preacher and Hayes (2008) SPSS macro, in order to compute the direct and indirect effects. Their method allows the computation of a total indirect effect, along with indirect effects of each of the mediators controlling for the other ones. In a multi-mediator model the total indirect effect is the sum of the specific indirect effects of each suggested mediator.

We entered the mean correlation coefficients of creativity (i.e. validity of creativity ratings) as the dependent variable, the training module (dummy coded: 1 = training module; 0 = control module) as the independent variable, and the mean correlation coefficients of novelty and elaboration ratings (i.e. validity of novelty and elaboration ratings) as the mediators. The mean correlation coefficient of novelty and elaboration ratings was computed the same way as the mean correlation coefficients of creativity ratings. For both novelty and elaboration, we computed for each participant the correlation between their own rating and the average expert rating. Correlation coefficients were then normalized using Fisher's transformation.

For the mediation analysis we followed Preacher and Hayes' (2008) recommendation to use bootstrapping. For this bootstrap procedure, we set the number of samples to 1000. The model and the estimates of the

---

4 Interrater agreement for ratings on novelty and elaboration was comparable to those obtained on creativity ratings. Experts showed satisfactory interrater agreement on both ratings (novelty: α = 0.82; 95% CI = [0.78; 0.86], elaboration: α = 0.83; 95% CI = [0.79; 0.87]), and trained novices did not differ significantly (novelty: α = 0.89; 95% BCI = [0.84; 0.95], elaboration: α = 0.92; 95% BCI = [0.88; 0.95]) from non-trained novices (novelty: α = 0.88; 95% BCI = [0.71; 0.93], elaboration: α = 0.91; 95% BCI = [0.86; 0.95]), nor from experts.

5 Trained participants, compared to non-trained participants, were also more stable over time regarding elaboration ratings, t(124) = 3.88; p < .001. The difference in novelty ratings between trained and non-trained participants did not reach significance, although the means were in the expected direction, t(124) = 1.37; p = .17.

6 Seven weeks later, the difference between trained and non-trained judges regarding the validity of creativity judgments had disappeared, t(124) = 0.70; p = .46.
The analysis indicated that the training module significantly increased the validity of novelty ($B = .05; p < .05$) and elaboration ratings ($B = .08; p < .01$). The validity of creativity was significantly increased by the validity of novelty ($B = .20; p < .05$) and elaboration ratings ($B = .30; p < .01$) as well. Furthermore, this analysis revealed that the total indirect effect was significantly different from zero ($B = .03; p < .1$), suggesting that the effect of the training on the validity of creativity was mediated by novelty and elaboration. The separate indirect effects of novelty ($B = .01; p < .05$) and elaboration ratings ($B = .02; p < .01$), showed that both mediators contributed significantly to the total mediation effect. The mediation was only partial because the direct effect of the training module on the validity of creativity ratings is still significant when controlling for the two mediators ($B = .08; p < .01$).

3.3. Discussion

Our second study replicated the results of Study 1 and provided clues about the mechanism behind the learning process of judgments of creativity. Like in Study 1, trained participants had significantly more valid creativity ratings compared with non-trained participants, and the effect size was comparable as the one found in Study 1. Moreover, the training module, compared to the control module again significantly increased the stability of creativity ratings over time among our novices. Also similar to Study 1, the training module did not increase significantly the level of interrater agreement, and the interrater agreement of novices was again comparable with the interrater agreement among expert judges. Note, that absolute levels of validity and temporal stability were lower in Study 2 compared with Study 1.

The training module allowed us to demonstrate how novices learn to judge creativity. As expected, the training module increased the validity of novelty and elaboration ratings, which in turn increased the validity of creativity ratings. In conclusion, the positive effect of our training module on the validity of creativity ratings is explained by its positive influence on novelty and elaboration ratings.

4. General discussion

In the present paper, we investigated whether a training module, compared to a control module, would increase the validity and reliability of creativity judgments of non-experts. We also studied the underlying mechanism of learning to judge creativity, by investigating whether the effect of the training could be explained by the extent that trainees made correct use of the subcomponents of creativity judgments. These two aims have respectively practical and theoretical relevance.

From a theoretical viewpoint, our studies revealed that it is possible to teach novices how to rate creativity more like experts, as was apparent from significantly higher validity scores among trained novices, compared to non-trained novices. Moreover, the training also increased the intraindividual reliability (i.e. temporal stability) of novices’ creativity judgments. The first study not only showed that trained non-experts could rate creativity significantly more like experts, but it also showed that trained judges’ ratings were more stable over time compared to non-trained judges’ ratings. The second study allowed us to go further in understanding this effect. It appeared that the training module increased the validity of novelty and elaboration ratings, which, in turn, increased the validity of creativity ratings. Similar to Study 1, the training module again appeared to increase the temporal stability of the creativity judgments compared to the control module.

The above findings are relevant from a theoretical perspective, because they show us that rating creativity can be learned and how it can be learned. Such an understanding of learning mechanisms is important when we want to understand the nature of creativity judgments. In existing literature, people who are considered skilled in rating creativity are either experts (Kaufman et al., 2009; Kaufman et al., 2008; Kaufman et al., 2013) or people who are creative themselves (Caroff & Besancon, 2008). It is assumed that these individuals have a better understanding of what composes creativity. The findings of the present paper suggest that creativity judgments are composed of judgments of novelty and elaboration, and that lay people can be taught what creativity is by teaching them that they should pay attention to these criteria when judging products for their creativity.

From a practical viewpoint however, the absolute value of agreement between our trained novices with our experts might be considered too low to present the training module as an alternative to expert ratings. This is especially the case considering the results of Study 2 in which the average correlation between trained novices and experts did not exceed .22. Yet in Study 1, the average correlation between trained novices and overall expert ratings was considerably higher (.75). One could contend that this finding is related to the order in which the different dimensions were rated. Experts rated creativity first, and then the other two dimensions, whereas this was the other way around for the novices. This is because we consulted experts once, after both studies had been conducted. We aimed at getting the experts’ initial intuitive judgment of creativity, and therefore asked them to rate creativity first. Because of this, in Study 2, our novices possibly engaged in a different cognitive process than our experts. In other words, if our experts had rated novelty and elaboration first, just like the novices, the validity levels could have been more similar to the ones that we found in Study 1. However, considering the fact that our novices in Study 2 were less stable over time in their creativity judgments, compared to our novices in Study 1, it seems that in Study 2 our novices
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<table>
<thead>
<tr>
<th>Effect Path Estimate</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Training → Creativity</td>
<td>.08</td>
<td>.02</td>
</tr>
<tr>
<td>Training → Novelty</td>
<td>.05</td>
<td>.02</td>
</tr>
<tr>
<td>Training → Elaboration</td>
<td>.08</td>
<td>.02</td>
</tr>
<tr>
<td>Novelty → Creativity</td>
<td>.20</td>
<td>.06</td>
</tr>
<tr>
<td>Elaboration → Creativity</td>
<td>.30</td>
<td>.10</td>
</tr>
<tr>
<td>Indirect Total</td>
<td>.03</td>
<td>.01</td>
</tr>
<tr>
<td>Through novelty</td>
<td>.01</td>
<td>.01</td>
</tr>
<tr>
<td>Through elaboration</td>
<td>.02</td>
<td>.01</td>
</tr>
</tbody>
</table>

Fig. 1. Effect of the training module on the validity of creativity ratings through the validity of originality and elaboration ratings. Note: *p < .05; **p < .01.
somehow had more difficulty in rating creativity. Therefore, we deem it more likely that the relatively more analytical cognitive investment involved in rating novelty and elaboration (prior to rating creativity) went at the cost of the relatively more intuitive process of judging creativity.

Note that the positive aspect of Study 2 is that it gives us insights in the cognitive process of judging creativity – as novelty and elaboration ratings significantly predicted creativity judgments – but the results also suggest that when people judge creativity they should do so in an intuitive manner. In this sense Study 2 is not an exact replica of Study 1, and one should interpret the differences regarding validity with caution. The lower validity scores in Study 2 could be either due to the fact that it is not possible to turn novices into experts, or the order in which we assessed our dependent variables.

In sum, although our training module proved to be effective (compared to our control module), at this point we cannot conclude that we can easily replace experts with trained novices. Nevertheless, considering the relatively short and inexpensive nature of our training module, future endeavors could investigate different and possibly more effective teaching strategies. Perhaps a longer training spread over several sessions, could improve the effectiveness. The present studies imply that one should take extra caution in deciding on the exact dependent variables depending on the research aim. Especially when the aim is practical in nature – i.e. to test whether a training module works – we recommend to only assess creativity judgments as the prime dependent variable, as these judgments might be especially unstable among novices and easily affected when other dimensions are rated as well.

An unexpected finding was that our studies provided no evidence that the training module increased interrater agreement among our novices. Moreover, the absolute level of interrater agreement was very high and comparable to the level of interrater agreement among our experts (≥ 90). Our novices were from a homogeneous population which could explain the contrast to which they agreed with each other. Thus it seems that our training was not strong enough to increase an already existing high level of consensus among our novices. Nonetheless, our training did improve the stability of creativity judgments within individuals. Thus although the training did not improve inter-individual reliability, it did improve intra-individual reliability.

Note that, whereas interrater agreement is very important for experts, because it is a check on their agreement in the specific domain to be rated, for non-experts a high interrater agreement alone cannot guarantee any validity of their creativity judgments. Therefore, a validity check with experts is especially crucial when focusing on novices, because it is the only evidence that we can have to demonstrate that novices actually learned to judge creativity like experts. As is evident from their lower agreement with experts, our non-trained judges seemed to agree on something else than the real creativity of the drawings. Thus a high interrater agreement tells us that judges agree with each other, but not on what they agree. Therefore, we believe that the emphasis should be more on agreement with experts.

4.1. Strengths, limitations and future directions

A strength of our research lies in the use of an experimental design, involving a comparable control condition. This allowed us to isolate the effect of the training module from other variables. Furthermore, our research did not only focus on interrater agreement but also focus on temporal stability and validity. Previously, Storme and Lubart (2012) showed in a correlational study that novelty, resolution and elaboration judgments were predictors of creativity judgments. Our research adds to their findings and is the first to use a learning paradigm in showing that novelty and elaboration are part of the complex process of judging creativity.

Although our studies provide interesting results, they have limitations as well that could be addressed in further research. Future research could use participants from a more heterogeneous population (in age and gender), as this could increase the generalizability of findings. It would be interesting to replicate the studies on other populations, especially older populations, which could respond differently to the training module. The training could also be adapted for other products made by children, such as stories, or products designed by adults. A stronger test of our idea would be to use products with which lay people are less familiar with. One could contend that most people are familiar with children’s drawings and can therefore easily improve their creativity judgments with a short training. Training for example Western lay people to judge the creativity of traditional indigenous masks from Oceania might be much more difficult.

Finally, our studies did not take into account resolution as a predictor of creativity judgments, which is also an important feature of creativity. Providing that the training module gives a definition of resolution, it could be hypothesized that resolution judgments also mediate the relationship between the training module and the validity of creativity ratings.

As a conclusion, the results of the present paper show that in principle it is possible to teach lay people to judge creativity more like experts, at least in the area of children’s drawings, and suggest ways to design a training module based on the subcomponents of creativity judgments. However, our results also call for more research to investigate the boundary conditions and generalizability of this effect, and perhaps more importantly whether it is possible to turn novices into experts quicker than the time that we need to find experts.
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